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Abstract

The groups of symmetries of algebraic objects of are of vital impor-

tance in multiple fields of mathematics; here, we examine a less well-known

family of these objects which arise as the symmetry groups of algebraic

curvature tensors. These tensors themselves are of interest because of

their connection to the Riemann curvature tensor, which is central in the

study of differential geometry. Here we focus on weak model spaces, which

ignore the inner product, instead considering only the algebraic properties

of the tensor itself.

Due to the complex nature of nature of these structure groups, which

are subgroups of the general linear group acting on the space of algebraic

curvature tensors, our goal is simply to illuminate some examples and

basic properties. Many of their characteristics are known due to the fact

that they are Lie groups, which attach to them a Lie algebra structure

at the identity which can be used to calculate important information.

We also seek to show that there exist structure groups of any arbitrary

dimension, which we do through explicit construction.

1 Introduction

Often, we seek to calculate how an object curves in space at a given point. If
we restrict the Riemann curvature tensor on a pesudo-Riemannian manifold to
a single point, we obtain an algebraic object on the tangent space called an
algebraic curvature tensor. Reducing to it’s algebraic properties, we can define
a general algebraic curvature tensor as follows:

Definition 1. If V is an n-dimensional vector space, a tensor R ∈ ⊗4(V ∗) is
called an algebraic curvature tensor if it satifies:

R(x, y, z, w) = −R(y, x, z, w) (1)

R(x, y, z, w) = R(z, w, x, y) (2)

R(x, y, z, w) +R(x, z, w, y) +R(x,w, y, z) = 0 (3)
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The third of these is called the Bianchi Identity.
The vector space of all algebraic curvature tensors on V is denoted A(V ).

An ordered triple (V, φ,R), where φ is an inner product on V is known as a
model space, while a pair (V,R) without the inner product is known as a weak
model space. In this paper, we will consider curvature tensors by their value
at some basis; because of the multilinearity of tensors, this is all we need to
uniquely define a curvature tensor.

We can also construct an algebraic curvature tensor Rφ on a model space
from its inner product phi through the following formula:

Rφ(x, y, z, w) = φ(x,w)φ(y, z)− φ(x, z)φ(y, w)

Sometimes, we can decompose an algebraic curvature R into the direct sum
of smaller algebraic curvature tensors R1 ⊕ R2, R1 ∈ ⊗4(V ∗

1 ), R2 ∈ ⊗4(V ∗
2 ),

where V1 ⊕ V2 = V , and where the following property holds:

R(x, y, z, w) = 0

whenever one of x, y, z, w is in V1 and another is in V2. Alternatively, we can
construct a new curvature tensor R from smaller ones R1 and R2 by declaring
R(x, y, z, w) = R1(x, y, z, w) if x, y, z, w ∈ V1, R(x, y, z, w) = R2(x, y, z, w) if
x, y, z, w ∈ V2, and R(x, y, z, w) = 0 otherwise.

Suppose A : V → V is nonsingular (i.e. A ∈ GL(V )) and R ∈ A(V ). Then
define a new algebraic curvature tensor A∗R by precomposition:

A
∗
R(x, y, z, w) = R(Ax,Ay,Az,Aw)

The set of all such linear maps forms a subgroup of GL(n,R), the structure
group of R, which is denoted GR. These subgroups are Lie groups as well, being
closed subgroups of a Lie group, so we can use the theory of Lie groups to get
information about the dimension. In addition, for an inner product φ, let O(φ)
be the orthogonal group of φ, the group of linear maps in GL(V ) which preserve
φ in the same sense above.

2 Preliminaries

In order to algorithmically compute structure groups, we need a standardized
listing of the possible combinations of basis elements. According to [1], there

are n2(n2−1)
12 independent curvature components; for convenience, we will not

consider the reduction in independent components that come as a result of the
Bianchi identity. We can do this by considering first pairs of basis elements
(i, j), ordering them with i < j, and then taking pairs of these to create the
quadruples necessary as inputs of R. Order the pairs uniquely as well by the
dictionary order:

(i, j) < (k, l) ⇔ i < k or (i = k and j < l)
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. That is to say, we consider all quadruples of the form

(i, j, k, l), i < j, k < l, (i, j) ≤ (k, l)

. This gives us
�n
2

�
different combinations for each pair, and we choose (allowing

repeats) two of these pairs, leaving
((n2))((

n
2)+1)

2 combinations. Denote the set
of these quadruples in n dimensions Ln. For example, L2 = {(1, 2, 1, 2)} and
L3 = {(1, 2, 1, 2), (1, 2, 1, 3), (1, 2, 2, 3), (1, 3, 1, 3), (1, 3, 2, 3), (2, 3, 2, 3)}. We will
continue to think about these quadruples as pairs of pairs, referring to the first
and second pairs of these elements. We will also use the notation Ln[i] to denote
the i-th element in this ordered list.

These GR are Lie groups, so we may consider the Lie algebra Lie(GR) asso-
ciated to them, which is just the tangent space of the manifold at the identity
matrix I. In addition, the exponential map for matrices is given by

e
A =

∞�

k=0

Ak

k!

where A0 = I. This map restricts to a diffeomorphism from a neighborhood
of 0 in the Lie algebra to a neighborhood of I in the Lie group, which tells us
the dimension of the group and gives us a family of one-parameter subgroups
etA, where A is in Lie(GR). This family in fact generates the component of the
identity in the group.

2.1 Equations Defining Structure Groups

Recall that A ∈ GR exactly when A∗R(x, y, z, w) = R(x, y, z, w). Suppose we
are given R by its values on a basis {e1, ...en} of V . Denote R(ei, ej , ek, el) by
Rijkl, and let A = [aij ] be an element of GR. Then, for any quadruple of indices
(p, q, r, s) ordered as above, we have

Rpqrs = R(a1pe1+. . .+anpen, a1qe1+. . .+anqen, a1re1+. . .+anren, a1se1+. . .+ansen)

Expanding out in all possible combinations gives us

Rpqrs =
n�

i,j,k,l

aipajqakralsRijkl

But by standardizing the orders with equation (1) above we can group related
Rijkl in four ways, corresponding to (i, j, k, l), (j, i, l, k), (j, i, k, l), (i, j, l, k), pick-
ing up negative signs accordingly:

Rpqrs =
j−1�

i=1

n�

j=1

l−1�

k=1

n�

l=1

(aipajqakrals+ajpaiqalraks−ajpaiqakrals−aipajqalraks)Rijkl
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If i = k and j = l, the above coefficients are it. Otherwise, we could also
get distinct coefficients of Rijkl through equation (2) above, by considering
combinations with the order of the pairs reversed:

Rpqrs =
�

(i,j)=(k,l)

(aipajqakrals + ajpaiqalraks − ajpaiqakrals − aipajqalraks)Rijkl

+
�

(i,j) �=(k,l)

(aipajqakrals + ajpaiqalraks + akpalqairajs + alpakqajrais)Rijkl

−
�

(i,j) �=(k,l)

(ajpaiqakrals + aipajqalraks + alpakqairajs + akpalqajrais)Rijkl

This can be rearranged to

Rpqrs =
�

(i,j)=(k,l)

(aipajq − ajpaiq)(akrals − alraks)Rijkl

+
�

(i,j) �=(k,l)

((aipajq − ajpaiq)(akrals − alraks) + (akpalq − alpakq)(airajs − ajrais))Rijkl

So, for each element (p, q, r, s) ∈ Ln we obtain a fourth degree homogeneous
polynomial in the components of A. This is all the equations the curvature
tensor must satisfy; if we consider expanding one of the determined components,
such as one with repeated entries in a single pair, we get a degenerate equation,
as all the coefficients above become zero.

3 Results

3.1 Computation of Structure Groups

Given the above equations, we can (theoretically) calculate the Lie algebra of
GR by the taking an arbitrary path through the group A(t) with A(0) = I

and differentiating at zero to find A�(o), an arbitrary tangent vector in the
tangent space TIGR. The set of all these tangent vectors is the Lie algebra,
so by considering the above matrix components aij(t) as functions of t, we
can simply differentiate implicity and evaluate at zero. In dimension n, we
have differentiated |Ln| different equations in n2 unknowns, which after eval-
uating leaves us |Ln| different linear equations in the a�ij(0), whose solutions
can be found with basic Gaussian reduction. Since the left hand side above
is constant with respect to t, we can this linear system as �0 = M�a, where
�a = (a�11(0), a

�
12(0), . . . , a

�
1,n(0), a

�
21(0), . . . , a

�
nn(0)). So, the Lie algebra is sim-

ply the null space of M , where we think about the matrices as vectors instead.
Computing every derivative would be extremely resource consuming, but the

matrix M can be computed with nothing but simple comparisons, making it fea-
sible to compute structure groups on a computer. It stems from the observation
that if consider all the possible products aipajqakrals above, when differentiated
and evaluated at zero, no more than one of the factors can be nondiagonal, by
the product rule there would always be a nondiagonal factor which evaluated
to zero at t = 0. This gives us the following result:
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Theorem 1. Lie(GR) = Null(M), where M is the coefficient matrix of the

system of linear equations given by SR
�P = �0. Here, �P = (RLn[i])

|Ln|
i=1 and

SR = [SR]αβ is the |Ln| by |Ln| matrix given in terms of its αβ entry according
to the following rules: Let

d(α) =

�
2, if Lα = (p, q, p, q)

1, otherwise

1. Suppose Lα = Lβ. Then,

[SR]αβ = a
�
Lα(1)Lα(1)(0) + a

�
Lα(2)Lα(2)(0) + a

�
Lα(3)Lα(3)(0) + a

�
Lα(4)Lα(4)(0)

.

2. Suppose Lα and Lβ share exactly one pair (that is, either the first pair
of Lα is equal to the first pair of Lβ, the first pair of Lα is equal to the
second pair of Lβ, the second pair of Lα is equal to the first pair of Lβ,
or the second pair of Lα is equal to the second pair of Lβ. Then, if the
other, nonequal pairs share exactly one element,

[SR]αβ = ±d(α)aip

where i and p are the nonequal indices in the nonequal pair, negative if
and only if the show up in opposite places (i.e. i comes first in its pair,
while p comes second, or vice versa).

3. Otherwise,
[SR]αβ = 0

Proof. The matrix SR represents the derivative of coefficient of RL[β] in the
expansion of the equation that fixes RL[α], evaluated at zero. The product with
�P then gives all the linear equations which determine the Lie algebra.

Suppose Lα and Lβ share no pairs at all. Then, since the coefficients in
the equations in section 2.1 were all obtained by taking the different possible
combinations of pairs and orderings of those pairs, there are no coefficients
which have more than two diagonal factors. Then, when differentiating, by the
product rule we will get something of the form

a
�
ipajqakrals + aipa

�
jqakrals + aipajqa

�
krals + aipajqakra

�
ls

If Lα = (p, q, r, s) and Lβ = (i, j, k, l) share neither pair, then there are at least
two factors of aipajqakrals which are not diagonal, meaning there is at least one
nondiagonal term in each of the summands above. So, evaluated at zero, this
gives zero.

Suppose Lα and Lβ share a pair, and let (p, q) and (i, j) be the other pair.
Then, there are several cases:
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1. (p, q) shares no element with (i, j). In this case, we obtain zero again
because we can only match as many as two in Lβ with the indices in Lα,
leaving two nondiagonal factors in every summand in the coefficient.

2. (p, q) = (i, j). That is to say, α = β. In this case, using the expansions in
section 2.1, we can see directly by plugging (i, j, k, l) = (p, q, r, s) that none
of the summands besides the one which permutes nothing will have less
than 2 nondiagonal factors in both cases in that section. In that coefficient,
we will obtain all diagonal terms, so since the diagonal evaluates to 1, we
will obtain the value a�ii(0) + a�jj(0) + a�kk(0) + a�ll(0)

3. p = i, q �= j. Here, we seek to match at least 3 of the indices in Lβ

with those in Lα. There are eight possible permutations of a quadruple
(i, j, k, l) which can be obtained with only the rules (1) and (2) above.
Listed, they are

(i, j, k, l),−(i, j, l, k),−(j, i, k, l), (j, i, l, k), (k, l, i, j),−(l, k, i, j),−(k, l, j, i), (l, k, j, i)

with the negative signs denoting an attached change of sign because of rule
(1). Of these, if Lα = (p, q, p, q), then there are two, (i, j, k, l) = (p, j, p, q)
and (k, l, i, j) = (p, q, p, j). Each of these will have 3 diagonal factors,
so when the derivative is taken, only one summand, the one in which
the nondiagonal term is differentiated, will be nonzero; otherwise, when
evaluated at t = 0, that term will cause the product to be zero. This
nondiagonal term will be gotten by choosing the component of the j-th
basis element of the vector to which eq was sent, so we will get 2a�jq(0) as
the coefficient. If Lα �= (p, q, p, q), then it is easy to check that only one of
the terms will match 3 indices, giving instead a�jq(0). It will be the exact
same when p �= i, q = j.

4. q = i. In this case, the same as above, but the negative permutations
instead will be the ones that match 3 indices. So, instead, we obtain
−a�jq(0) or −a�jq(0). Again, it is almost exactly the same for p = j.

3.2 Dimension 3

The structure groups of R ∈ A(V ), where the dimension of V is 3, can be
classified into 3 nontrivial types. By [2], we may choose a basis which reduces
to zero three of the six curvature components: R1213, R1223, and R1323. Further,
we can normalize that basis so that the rest of the components, R1212, R1313,
and R2323, are ±1 or 0. We do this by scaling each individual component by:

e1 �→ ( |R2323|
|R1313||R1212| )

1
4 e1

e2 �→ ( |R1313|
|R2323||R1212| )

1
4 e2

e3 �→ ( |R1212|
|R1313||R2323| )

1
4 e3

assuming that none are nonzero. If some are, then simply divide.
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1. If all three are nonzero, R = Rφ for some nondegenerate inner product φ.
To help show this, we use the following lemma:

Lemma 1. If R� = cR where c ∈ R, then GR� = GR.

This is apparent since ifR(Ax,Ay,Az,Aw) = R(x, y, z, w), then cR(Ax,Ay,Az,Aw) =
cR(x, y, z, w) = R�(x, y, z, w) and vice versa. Because of this, we can just
consider the cases where exactly one of the curvature components is −1;
otherwise, it is simply the negative of one of these. If R1212 = R1313 =
R2323 = 1, −R is the curvature tensor generate by φ(i, j) = δij , where δij is
the Kronecker delta, so GR = O(φ) which has dimension (3)(3−1)/2 = 3.
If exactly one is negative, then

φ =




R1212 0 0
0 R1313 0
0 0 R2323





generates R. In any event, GR = GRφ for some φ, so by [3], GR = O(φ),
hence always has dimension 3.

2. If one of the curvature components is zero, then there are two possiblities:
the remaining two have the same sign or opposite signs. We could, by
symmetry, relabel our basis elements to make any of the three nonzero and
we would have essentially the same curvature tensor, so we can consider
the case where R2323 = 0. Using theorem 1, we can easily compute the
nullspace of the system of equations: if R1212 = R1313,




x1 0 0
x3 −x1 x2

x4 −x2 −x1





If R1212 = −R1313, we obtain



x1 0 0
x3 −x1 x2

x4 −x2 −x1





In either case, the dimension is 4. The other possibilities would be ob-
tained just by switching around the basis elements, and hence switching
columns of these matrices.

3. If all but one curvature component is zero, then again we need only con-
sider the case where R1212, given symmetry. In this case, with the algo-
rithm in theorem 1 above, we find the nullspace is 6 dimensional:




x1 x2 0
x3 −x1 0
x4 x5 x6





So, all of the structure groups in dimension 3 falls into one of these 3 cases; in
particular, it is just a relabeling of basis elements away from one of the given
matrices.
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3.3 Dimension 4

In dimension 4, the number of possible curvature components is 20, which gives
us 20 equations in 16 unknowns, meaning in a general curvature tensor the
structure group is likely to be zero dimensional. In addition, it permits the
possiblity of the existence of a 1-dimensional structure group. This structure
group is a 1-dimensional Lie group, so the connected component of the identity
must be diffeomorphic to either R or the circle S1. In fact, both are possible:
if the nonzero curvature components are R1213 = R2324 = R1334 = R1424 = 1,
we get the following matrix in Lie algebra, which exponentiates to a compact
curve:





0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0




eA�→





cos(t) 0 − sin(t) 0
0 cos(t) 0 − sin(t)

sin(t) 0 cos(t) 0
0 sin(t) 0 cos(t)





If we instead take R1213 = R2324 = R1424 = 1, R1334 = −1 (which might be more
symmetrically written R1213 = R2324 = R3431 = R4142 = 1), the algorithm in 1
produces the following noncompact one-parameter subgroup:





0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0




eA�→





cosh(t) 0 sinh(t) 0
0 cosh(t) 0 sinh(t)

sinh(t) 0 cosh(t) 0
0 sinh(t) 0 cosh(t)





In fact, this second matrix is a circulant matrix, and as such is diagonalizable.
Changing our basis, −e2+e4, −e1+e3, e2+e4, and e1+e3, we obtain a curvature
tensor in which the connected component of the identity is a 1-dimensional
family of diagonal matrices. The connected component of the identity could
not contain points not on this curve, as the matrix fixes the curvature tensor
for all t ∈ R; any path in the manifold must stay within this curve.

The usefulness of this curvature tensor arises out of the consequences of the
following lemma:

Lemma 2. Suppose R = R1 ⊕R2, is an algebraic curvature tensor on V where
R1 is an algebraic curvature tensor on V1 and R2 on V2. Let Id(GR) denote the
connected component of the identity matrix in GR. Then,

Id(GR) ∼= Id(GR1)× Id(GR2)

Proof. (⊆) We begin with the forward inclusion. By [4], if A ∈ GR, R = R1⊕R2,
then

A =

�
P 0
0 Q

�
or

�
0 P

Q 0

�

where P and Q are isomorphisms. Denote all A ∈ GR of the first kind by
M1, and all of the second kind by M2. In the space of matrices with the usual
topology, these sets are separated (that is, the closure of one is disjoint from
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the other), since for all elements of M1, the off diagonal blocks are always
zero, whereas for M2, the diagonal blocks are always zero. So, the closure of
M1 will also have all zeroes on the off diagonal, and the closure of M2 on the
diagonal. Therefore, if we had a path f : R → GR with f(0) ∈ M2 and f(1) =
I, then by continuity f−1(M1) and f−1(M2) are separated sets. But, these
sets would decompose the unit interval into separated sets, which contradicts
connectedness. So, if A ∈ M2, A /∈ Id(GR).

So, if we have a path of matrices A(t) with A(0) = A0 and A(1) = I, then

A(t) =

�
P (t) 0
0 Q(t)

�

That is to say, if A ∈ Id(GR), then we can take P (t) : R → GR1 and Q(t) : R →
GR2 as paths from A0|V1 and A0|V2 to the identity matrix in each. So A0 must
have been of the form

A0 =

�
P0 0
0 Q0

�

where P0 ∈ Id(GR1) and Q0 ∈ Id(GR2).
(⊇) The reverse inclusion is trivial, as if we have paths P (t) andQ(t) as above

ending at the identity, then A(t) will end at the identity matrix as well.

This almost immediately gives us the result we desire:

Theorem 2. There exist structure groups of any dimension.

Proof. The dimension of the structure group of R = R1 ⊕ R2 is the sum of
the dimensions of GR1 and GR2 , since the connected component of the identity
remains isomorphic to a simple direct product. Since these structure groups are
all manifolds by Cartan’s theorem, their dimension in the connected component
of the identity is the same as the dimension in every other connected component.

So, for a structure group of dimension k, we use the curvature tensor on a
4k dimensional vector space given by R =

�k
n=1 R4, where R4 is either of the

1-dimensional structure groups produced above on V of dimension 4.

4 Conclusions

The previous work demonstrates that the family of structure groups of algebraic
curvature tensors is a rich family, with noncompact and compact groups of any
desired dimension. In addition, we outlined a constructive way of producing
useful information from these structure groups; computations are efficient due
to the fact that only equality comparisons between indices are used in computing
the matrices needed to find the Lie algebra. After that, the problem is reduced
to simple linear algebra.
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5 Open Questions

1. What are the possible dimensions a structure group of a curvature tensor
on a given vector space can have? In dimension 3 for instance, only dimen-
sions 3, 4, 6, and 9 are possible. What causes this restriction? What is
the maximum possible dimension (other than the zero curvature tensor)?

2. How many connected components of a structure group are there? It ap-
pears that often the number could be related to subsets of the symmetric
group. Is there a maximum number of connected components that can
be created? What sort of new curvature components are created by the
direct sum of two curvature tensors, such as those in M2 above, and how
many?

3. What sort of Lie algebras can be generated by these structure groups?
Where do they fall in the classification of Lie algebras, and what does this
imply about the group?

4. One could consider, instead of just groups that fix a curvature tensor,
subgroups of GL(V ) which send the curvature tensor to a multiple of
itself. Additionally, one could also change the vector space to a complex
vector space, allowing for complex entries in the matrices, which could
drastically change the structure.

5. When are two curvature tensors in the GL(V )-orbit of one another? That
is to say, when is there an isomorphism A : V → V so that A∗R1 = R−2?

6. Is the converse of Lemma 2 true? That is to say, if Id(GR) ∼= Id(GR1) ×
Id(GR2), is it necessarily true that R = R1 ⊕R2?

7. Could information about structure groups at each tangent space give in-
formation about the nature of the Riemann curvature tensor (field) and
manifold? How does the structure group change with the curvature ten-
sor? For example, on a path through the manifold, what do changes in
the dimension of GR say about the geometry of the manifold?
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